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Frustrating examples:
tagging and parsing errors in noun

Should be ]

nmod

English tagging and parsing

[Should be Recapture  of the bridge
NOUN VERB| ADP DET  NOUN

{<advmod )\
sehr  schones besteckset o
ADV  ADJ  [PUNCT] | Sheuase ]

German tagging
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Noun phrases and omitted punctuation
Appear in real input, but not in UD co

-root
(( advmod )\({ amod ?
-et

Recapture  of the bridge sehr  schoOnes besteckset
ADP DET  NOUN ADV ADJ NOUN

* Frequently appear in real-word text
* Title of documents and sections
* |Informal data, Review comments, ...
* Not appear in UD corpora
* Not in training data = Existing parsers cannot handle
* Not in test data = This problem was overlooked
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Discrepancy between UD and real-wort
- Automatic manipulation of training

UD training corpus
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1. Problem setting — corpus discrepancy
2. Corpus Manipulation

3. Evaluation

e Unit test with noun phrase data

e Intrinsic and extrinsic evaluation
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1. Problem setting — corpus discrepancy
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Sentence vs. noun phrase

in a unit to apply tagging and parsi

Corpus —ten-

|n put Sentence
Splitting

<Sentence>
 This hotel was excellent.

Unit

<Noun Phrase>
e An excellent hotel on top of a hill.

/Analyzer A Syntax
PoS Dependency Tree
tagging Parsing
- J
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No-punctuation:
omitted period at the end of a uni

# text =
Unit _f PoS ) |‘ Dependency
Input J_e Ser;.te.nce )_» ) tagging ) Parsing e
Splitting \_ )

7

<No-punctuation>
* | went to New York City
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Ratios of noun phrases and no-punctua
very different between UD and Revie

Noun phrase (%) No-punctuation (%)
-mmmm i A——————

German 28.0
French 2.6 36.0
Spanish 2.6 25.0
English 6.5 3.0

[ UD_English-EWT

1.9
0.2
14.0

12.0
3.0
7.0

1.0
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und die Stadte der Region mit Ihren
Grunderzeithausern sind sehenswert.

Review: (SemEval, etc.)
Ein gutes Besteck fur jeden Tag.
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2. Corpus Manipulation
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To overcome the corpus discrepancy
manipulate training corpus and retrain th

. . UD Similar distribution
1. Corpus manipulation { e J

> Removing punctuation (%) Tram Te@

> Adding noun phrases (n%) ﬁ
R

emove punctuation Add NP Corpus

« (m%) (n%) M . I t.
2. Model retraining MR anipulation
> PoS tagger + dependency parser sl | | Robust l
> Tested on Stanza parser retrain || MOde!

2
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Remove punctuation:
Just remove sentence-end periods in m%

1 His he PRON PRP$ Gender=Masc|Number=Sing|Person=3 3 nmod:poss
2 superior superior ADJ JJ Degree=Pos 3 amod L
3 officers officer NOUN NNS  Number=Plur 4 nsubj L
4 said say VERB VBD Mood=Ind|Tense=Past|VerbForm=Fin 0 root L
5 OK ok INTJ UH . 4 obj _ SpaceAfter=No
6 . : PUNCT . N 4 punct L
W
1 His he PRON PRP$ Gender=Masc|Number=Sing|Person=3 3 nmod:poss
2 superior superior ADJ JJ Degree=Pos 3 amod L
3 officers officer NOUN NNS Number=Plur 4 nsubj L
4 said say VERB VBD Mood=Ind|Tense=Past|VerbForm=Fin 0 root L
5 OK ok INTJ UH _ 4 obj _ SpaceAfter=No
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Increase noun phrases by 1%,
by extracting noun phrases |

* Detect noun phrases (hon-root) ST} —
° i >S= ase
Subtree consists of >= 4 wo{r:ds i o -
headed by “NOUN She lives  in a cly with a lake
N VERB ADP

* Exclude words of case and punct FRO

~n% -
_ (friginal sentence ~ \
 Randomly pick up NPs et .
to Increase the P%%?N \lllé/I?{SB AiDP DET N%JN AbP D%T ng)UeN
training corpus to : A
xtracte (nmod)
(100+n)%
(G0
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3. Evaluation

e Unit test with noun phrase data

e Intrinsic and extrinsic evaluation
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Conduct three types of evaluation
with the retrai

Similar distribution

1. Unit test on Noun Phrase Data UD S
* The root word is tagged as NOUN? Tram Test
T

* Isn’t there terrible PUNCT errors?

2.Intrinsic evaluation on UD Corpus NP data
No degrade on the parsing score? Manipulation
1
° ° . . 5 ’@5‘
3. Extrinsic evaluation on Review Data —> Ff;):é*;t S
Sentiment extraction is improved? retrain
%
.\(\‘9\ N
S
Review Q’e@\\)
Data
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Generated Noun Phrase Data
using Wikipedia’s section

& NOTI0gged In lalk Contributions Create account L

. . . . 5 Q \\'“' Atticle  Talk Read Edit View history | Search Wikipedia
* Wikipedia section titles, 3 words or more e

N . .
WikipepiA ~ Morning Musume

. .
i EXC | u d e O n e S W It h S p e C I a I C h a ra Cte rs The Free Encyclopedia From Wikipedia, the free encyclopedia
. . .
. S b I t d f PHuiesSIvnansiii and iyl peniuviinance 1evel wad pransu widl inany imynnygiiuny uie yivup >
u S a m p I n g O Ive rS I y ability to perform a 50 minute set with no breaks in the peak of hot weather in Japan. With a
capacity of over 60,000 people, this was their largest audience to date. This was also Oda

Section titles

i as involving a training camp of

Sakura's first performance back with the group after he

— Obtained 1,500 instances per language |Lifeinthegroup|[em

een described by Ai Takah
three days and two nights, in which participants wergxpected to learn a new song, a dance

routine and a script.[4]

E ngl is h . The girls are afforded three holidays a year of
-

Year's [4]

boundary extension and different brains

any responsibility. Takahashi has said thg#fthe role merely includes encouraging the others to

days each, in winter, summer and for New

r and sub-leader, though neither comes with

do their best, while Niigaki has said t

ties with groups marked as terror organizations want o support e lder?4
evidence for innate language capacities | Activities outside Japan | a1

Asia [edit]

sub-leader, "there is nothing | have to do, but |

F re n c h - In addition to already having official fan clubs in Taiwan and South Korea, Hello! Project and
L
Morning Musume began actively extending its fanbase outside Japan and primarily into the
pa nthéon de Ia m US|q ue cana d |e nne rest of Asia starting from the middle of 2007 and into 2008.
In March 2007, Morning Musume inducted its first two non-Japanese members from China,
Li Chun (Jun Jun) of Hunan and Qian Lin (Lin Lin) of Hangzhou. Along with Eri Kamei, the

CO m m a n d e u rs avec p I a q u e two left in 2010 after the group failed to break into China due to piracy levels.[4]

In addition to the unveiling of Hello! Project's Taiwanese website in 2007, Hello! Project has

Vi ro-l-d e d e Ia m a I a d ie d eS t u b e rc u I es e n fu Se a u also launched the Taiwan H.P. New Star Audition as well: an audition aimed at recruitina new
https://en.wikipedia.org/wiki/Morning_Musume
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Successfully avoid NP and no-punct pro
without degrading general SCO o aegrace;

Sometimes improved
German Remove | Add
Punct NP Unit Test
Varying n% | NOUN | Wrong LAS
m and n (1\) Punct (sl/) on UD

: 0 79.68 81.2
ERselime: 0 20 97.7 0 79.64 81.7
UD asitis
0 50 98.1 0 79.23 80.2 Good balance of
0 100 98.4 0 79.60 80.5 m and n
1 97.8 0 79.87 82.8
The better, the Perfectly v sk 02
more NPs added 1( NG b 0 80.20 82.2
pid Removing all tuati
50 ( 0 79.73 g punctuation
PUNCT errors is not good
100 b, 7 0 76.78 863
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Good results in 4 languages in all aspect

though the optimal m and » are differ
German --n-mm- Erench --E-WIH-

0 79.68 81.2 97.4 0 87.14 73.9 91.4
0 20 79.64 81.7 97.7 0 0 20 87.25 74.9 93.2 0
0 50 79.23 80.2 98.1 0 0 50 86.76 74.0 94.4 0
0 100 79.60 80.5 98.4 0 0 100 86.37 74.5 95.5 0
10 10 79.87 82.8 97.8 0 10 10 87.09 74.3 93.2 0
20 0 78.98 80.9 97.1 (0} 20 0 87.31 73.5 90.6 0
20 10 80.20 82.2 97.5 (0} 20 10 87.19 73.5 92.9 0
50 0 79.73 79.7 97.3 (0} 50 0 87.57 74.7 91.1 0
100 76.78 80.3 97.4 0 100 0 84.57 73.2 92.3 0
Spanish --mmn- cngtsh NN N N XY N
0 87.58 69.8 91.5 4.1 0 83.84 78.7 91.6
0 10 88.21 69.4 93.1 1 0 10 84.09 78.8 93.9 1
0 50 87.37 71.1 94.2 1 0 50 83.88 78.4 95.3 0
0 100 87.59 70.0 94.7 0 0 100 84.00 78.5 95.3 0
10 10 87.67 68.4 92.7 0 10 0 83.81 78.2 91.7 0
20 0 87.28 69.2 93.5 0 10 10 83.71 78.8 94.2 0
20 10 87.28 69.7 93.1 0 50 0 84.03 79.5 91.4 2
50 0 87.52 70.1 91.0 0 50 50 83.75 77.6 95.4 0
100 0 86.83 70.4 91.9 0 100 0 83.46 78.7 90.1 0
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Conclusion
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Corpus manipulation made parsers more
for real-world input

 Handing of Noun Phrases and no-punctuation
* Confirmed discrepancy between UD corpora and real text
* Proposed algorithms of automatic conversion

 Showed results in 4 languages
* Improvements in unit test, intrinsic (UD) and extrinsic (SA) evaluation
 Worked in English as well, even with different trends
* Future work: cover other languages (e.g. Japanese)
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Should UD corpora be modifie

https://github.com/stanfordnlp/stanza/issues/471

Hebrew parser ends with punct if thereisno "." #47/1

(@Yol B KoichiYasuoka opened this issue on Sep 19, 2020 - 8 comments

y
B KoichiYasuoka commented on Sep 19, 2020

>>> import stanza
>>> nlp=stanza.Pipeline("he")
>>> doc=nlp("nm>11nn? 1°x 1
>>> print(doc)

l ™

AngledLuffa commented on Oct 23, 2020 via email 8

Good to hear. What | did was added "data augmentation" to the training of
two models for two languages - a fancy way of saying | removed the final
punctuation from 10% of the sentences.

@ #1 @1
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